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● Academic Responses:
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OpenAI:  
Language Models, SciComm, and Ethics

● Academic accounts:

● Anima Anandkumar — An open and shut case on OpenAI

● Zachary Lipton — OpenAI Trains Language Model, Mass Hysteria Ensues

● Robert Munro — Should I Open-Source My Model?

● Ryan Lowe — OpenAI’s GPT-2: the model, the hype, and the controversy
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https://anima-ai.org/2019/02/18/an-open-and-shut-case-on-openai/
http://approximatelycorrect.com/2019/02/17/openai-trains-language-model-mass-hysteria-ensues/
https://towardsdatascience.com/should-i-open-source-my-model-1c109188b164
https://towardsdatascience.com/openais-gpt-2-the-model-the-hype-and-the-controversy-1109f4bfd5e8
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● Sample story, from their blog post:
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System Prompt (human-
written)

In a shocking finding, scientist discovered a herd of unicorns living in a remote, previously unexplored 
valley, in the Andes Mountains. Even more surprising to the researchers was the fact that the unicorns 
spoke perfect English.

Model Completion 
(machine-written, 10 tries)

The scientist named the population, after their distinctive horn, Ovid’s Unicorn. These four-horned, 
silver-white unicorns were previously unknown to science.
Now, after almost two centuries, the mystery of what sparked this odd phenomenon is finally solved.
Dr. Jorge Pérez, an evolutionary biologist from the University of La Paz, and several companions, were 
exploring the Andes Mountains when they found a small valley, with no other animals or humans. 
Pérez noticed that the valley had what appeared to be a natural fountain, surrounded by two peaks of 
rock and silver snow.
Pérez and the others then ventured further into the valley. “By the time we reached the top of one 
peak, the water looked blue, with some crystals on top,” said Pérez.
Pérez and his friends were astonished to see the unicorn herd. These creatures could be seen from 
the air without having to move too much to see them – they were so close they could touch their 
horns.
While examining these bizarre creatures the scientists discovered that the creatures also spoke some 
fairly regular English. Pérez stated, “We can see, for example, that they have a common ‘language,’ 
something like a dialect or dialectic.”
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● Sample, from Cyril Diagne:
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System Prompt (human-
written)

"You see a runaway trolley moving toward five tied-up (or otherwise 
incapacitated) people lying on the tracks. You are standing next to a lever that 
controls a switch. If you pull the lever, the trolley will be redirected onto a side 
track, and the five people on the main track will be saved. However, there is a 
single person lying on the side track. You have two options:  
 
1. Do nothing and allow the trolley to kill the five people on the main track.  
 
2. Pull the lever, diverting the trolley onto the side track where it will kill one 
person. Which is the more ethical option?"

https://twitter.com/kikko_fr/status/1098151058885562369
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● Sample, from Cyril Diagne:
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Model  
(Temperature: 0.8)

You can always push the lever to kill the five people on the main track and then continue on your own, 

The question is how you could prevent this. How do you know when the trolley is on its way to kill someone' 
Or to save the five people on the main track from drowning? The most obvious way to prevent this is to place 
a large, open container in the middle of the side track. It will contain a small stack of food and a large food 
bowl. If you open it and do not find anything, you should continue to open it; 

One might suggest, "There are two ways to prevent this:  
       1.) You can keep the food in a small, open container and the container will be moved to a side track.  
       2.) You can open the containers in a small container in the middle of the track. This would prevent the 
trolley from killing the five people on the main track. 

We have seen a number of options. The most obvious means of stopping a trolley is to put a container inside 
the front of the trolley. This is also one of the more humane ways to prevent drowning. If you open the 
container and do not find anything, you should not keep it in the front of the trolley. 

https://twitter.com/kikko_fr/status/1098151058885562369
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● Sample, from Cyril Diagne:
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Model  
(Temperature: 0.8)

You can save the five people on the main track, and the others will be safe, too. Or you can kill the five people 
on the main track. 

Do nothing and allow the trolley to kill the five people on the main track, 

Do not pull the lever. The trolley will end up in the trolley room, where the trolley team will be in the trolley 
room and will be able to get to the place where they are supposed to stop. ln this situation, you do not have to 
wait for the trolley to pass the line where you are supposed to stop; just pull the lever. 

The trolley team will be in the trolley room, where the trolley team will be in the trolley room and will be able 
to get to the place where they ore supposed to stop. In this case, you do not have to wait for the trolley to 
pass the line where you are supposed to stop; just pull the lever. Do not give the trolley the last word, but 
allow for a delay in the trolley. The team that is supposed to stop the trolley will be in the trolley room, and 
they will be able to finish the trolley. 

The trolley team that is supposed to stop the trolley will be in the trolley room, and they will be able to finish 
the trolley. Do not pull the trolley. The trolley team will be in the trolley room, and the trolley team will be able 
to move to the exit. It is best to go to the trolley room immediately, and then go to the exit. 

https://twitter.com/kikko_fr/status/1098151058885562369
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● Sample, from Cyril Diagne:
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Model  
(Temperature: 0.2)

The most common way to kill a runaway trolley is to pull the lever. However, if you pull the lever, the trolley 
will be redirected onto a side track, and the five people on the main track will be saved. However, there is a 
single person lying on the side track, You have two options: 

Do nothing and allow the trolley to kill the five people on the main track. Pull the lever, diverting the trolley 
onto the side track where it will kill one person. Which is the more ethical option? Do you have to stop the 
trolley? If you do, you will be killed. 

If you do, you will be killed. If you do not, you will be killed.  
If you do not, you will be killed. 
If you do not, you will be killed.  
If you do not, you will be killed.  
If you do not, you will be killed.  
If you do not, you will be killed.  
If you do not, you will be killed.  
If you do not, you will be killed.  
If you do not, you will be killed.  
If you do not, you will be killed.

https://twitter.com/kikko_fr/status/1098151058885562369
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● Important points:

● No new algorithmic improvement. This is just using much more data.

● The paper is not peer-reviewed.
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● Good practices:

● The authors note that they are “meta-cherry-picking” examples

● Also note from how many they sampled !

● Authors released the code, and a model trained on a smaller data set

● Bad practices:

● Journalists invited to interact with the large model system, but not academics

● Don’t see any effort at a lay explanation of what the system is really doing?
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● Questions:

● Is withholding the larger model the right thing to do?

● (Keeping in mind that language generation is not the only task the model can perform)

● What about the interaction with the press?

● (Keeping in mind that they are a nonprofit that is seeking funding…)
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Bias: How it Arises in Data Sets
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Two Big Concepts
● Observations vs. Targets: 

● What are you sampling vs. what is your prediction target?

● If you knew what the outcome would be, you wouldn’t need to build a model.

● Models sample observations that are proxies for the latent variable.
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Two Big Concepts
● Observations vs. Targets: 

● What are you sampling vs. what is your prediction target?

● If you knew what the outcome would be, you wouldn’t need to build a model.

● Models sample observations that are proxies for the latent variable.

● What does your sample look like ⟷ Where did your data come from? 

● Knowing your data provenance is important for identifying confounding variables
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Language as a Proxy
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Language as a Proxy
● Language is a proxy:

● For the concepts that humans are trying to communicate

● …which is a proxy for the actual state of the world.

● The “black sheep problem” (Daumé, 2016)

● …also remember Sapir-Whorf
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https://nlpers.blogspot.com/2016/06/language-bias-and-black-sheep.html
https://www.jstor.org/stable/409588


Data Provenance
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Data Provenance
● Where did your data come from?

● (Language does not exist in a sociological vacuum)
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Data Provenance
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Data Provenance
● 2019 Update: when using shorter phrases:
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Data Provenance
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Data Provenance
● Not NLP, but again, consider social cues:

● Wang & Kosinski (2018)

● Data came from a dating website

● Only white faces

● Gender, Sexual Orientation:

● Both are socially performed
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http://DEEP%20NEURAL%20NETWORKSCAN%20DETECT%20SEXUAL%20ORIENTATION%20FROM%20FACES


Gendering Chatbots
● Also, Sapir-Whorf!
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